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1 MNL Model Specification

Our observations correspond to N individuals each of whom makes one choice
out of J alternatives. The dependent variable, Y,,, is the choice made by the n-
th individual. The set of independent variables is divided into a set of variables
that are individual-specific, say X,, = (zn1,-.,Znk,)?, and a set of variables
that are alternative-specific, say W,; = (wpi1, - - -, Wnir, ), i = 1,...,J. The
probability of individual n choosing alternative i is given by the standard multi-
nomial logit formula

Vni
Pni = ]eiv where Vnz = ;o + Oéan + Bngz (].)
Zj:l e
Here, Q; = (Olil, N 70(7;}(0) and ﬁz = (51‘17 ey ﬂiKa)- We call @10, .-, J0 the

alternative-specific constants.

It is often of interest to constrain the coefficients to be the same over the given
set of alternatives, i.e. ajp = gk -+ = aji for a given k. The same applies to
the 3 coefficients.

Base Alternative

In order to be able to use the Begg & Gray approximation [1], we need to set a
base alternative and treat the remaining alternatives as differences to the base.
Thus, if the base alternative is 1, V,;; = 0 for all n. Furthermore,

Vi = aijo + ;. X, + ﬁzW»,/” where Wr/n =Whni — Wi for i = 2,... J (2)

2 Conversion

The conversion is done analogously to [2]. We decompose the original dataset
into Dy = {Dp, D,}, where D, denotes the set of individuals that chose the
base alternative, and D, denotes the set of the remaining individuals. For each



i =1,...,J, set N; to be the number of individuals that chose alternative 1.
Then the converted dataset is constructed as follows:

1. Form J matrices My, ..., My where each M; has N; rows and the columns
consist of Y, X and U = W/,.

2. Form J—1 blocks, Dy, ..., Dy, where D; has (N1 + N;) rows and is formed
as follows:
(a) Take the rows of M7 and M;.
(b) Add columns:
«_J O - Y=1
Y= { 1 : otherwise
1 g=a
o {Zy,...,Z;}, where Z; = { 0 : otherwise
o {Z:X,...,Z;X}
b {ZQU7 RS Z]U}

3. Combine the rows of Do, ..., Dj.

The approximated binary logistic model is given by

J KO K(l
logit(P[Y* =1]) = v + Z’YZZZ + Z Q¢ yk> Xk) + Z QO0yk:Ux)  (3)
1=3 k=1 k=1
where
TS . if the coefficients of S are contrained to be
Q(q—(.)l€7 S) = the same for all alternatives, i.e. 7(.)p = T

Z{:z TikZ1S :  otherwise

Given estimated coefficients 7, § and 5, estimators of the coefficients of the
original model in Equation (2) are given by:

a10 =0, Qoo =72, Qio=7; +72, for i=3,...,J
Qi = O, for i1=2,....J, k=1,...,K,
Biw = O, for i=2,....J, k=1,.... K,

3 Example

Consider the following toy dataset with eight individuals, four alternatives and
two independent variables, X and W:

X W1 W2 W3 W4
T w11z Wi2 Wiz Wi4
T2 W21 W22 W23 W24
T3 W31 W32 W33 W34
Tq4 W41 W42 W43 W44
Is Ws1 Ws2 W53 Ws4
Tg We1 We2 We3 We4
T7 W71 Wr2 Wr3 Wr4
Tg Wg1 Wg2 W83 Ws4
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Setting the base alternative to 1, the converted dataset is of the form:

Y X U Y* Zy Zs Zy ZyX ZsX Z4X ZyU ZsU Z,U
1 r1 W12 — W11 0 1 0 0 X1 0 0 w12 — W11 0 0
D2 1 To W2 — W21 0 1 0 0 ) 0 0 Woo — W21 0 0
2 T3 W32 — W31 1 1 0 0 T3 0 0 W32 — W31 0 0
2 Ty W42 — W41 1 1 0 0 T4 0 0 W42 — W41 0 0
1 r1 W13 — W11 0 0 1 0 0 il 0 0 w13 — W11 0
D3 1 To W23 — W21 0 0 1 0 0 ) 0 0 Wo3 — W21 0
3 s Ws3 — Ws1 1 0 1 0 0 Is5 0 0 W53 — W51 0
3 g We3 — We1 1 0 1 0 0 Te 0 0 We3 — We1 0
1 Tr1 Wig4 — W11 0 0 0 1 0 0 Iy 0 0 W14 — W11
D4 1 To W4 — W21 0 0 0 1 0 0 i) 0 0 Wo4q4 — W21
4 X7 W4 — W71 1 0 0 1 0 0 xT7 0 0 W74 — W71
4 Trg W4 — W81 1 0 0 1 0 0 Ts 0 0 wg4 — Ws1

An MNL model, specified in mlogitBMA by Y ~ 1 | X + U, is approximated
using the logit model

Y*"~Z34+Zys+ ZoX + Z3X + Z4 X + 25U + Z3U + Z,U

The MNL coefficients from Equation (2) correspond to:

(20, 2, B2) = (Intercept, ZsXcoef., ZoUcoef.)
(aso,a3,83) = (Intercept + Zscoef., ZzXcoef., Z3Ucoef.)
(a0, 4, B4) = (Intercept + Zycoef., ZyXcoef., Z,Ucoef.)

If we constrain the coefficients to be the same for all alternatives, i.e. « = ag =
as = ay and = B = B3 = P4, which is specified in mlogitBMA by ¥V ~ X + U,
the logit model

Y ~Zs+Zs+ X +U

is used as an approximation. In this case, a corresponds to the coefficient of X
and /3 corresponds to the coefficient of U.
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