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Second-Generation 
Sequencing

• “Ultra high throughput” DNA 
sequencing

• 3 gigabases / week vs.
• 3 gigabases / 13 years...



1000 Genomes Project



Platforms

• Millions of short DNA fragments (~36-70 
bp in Illumina platform) sequenced in 
parallel



(Third-Generation)
Platforms

• Single-molecule sequencing
• “the 15-minute genome”



Outline

1. Second-generation sequencing (sec-gen) 
technology review (Illumina/Solexa)

2. Genotyping w/ sec-gen sequencing
3. Statistical/Computational challenges
4. Model-based base-calling
5. Model-based quality assessment
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Illumina/Solexa

TAACGATTC

ATTGCTAAG ......

......

TECHNOLOGY SPOTLIGHT: ILLUMINA® SEQUENCING

5. DENATURE THE DOUBLE-
STRANDED MOLECULES

1.  PREPARE GENOMIC DNA 
SAMPLE

Randomly fragment genomic DNA 
and ligate adapters to both ends of 
the fragments.

2.  ATTACH DNA TO SURFACE

Bind single-stranded fragments 
randomly to the inside surface of the 
flow cell channels.

3.  BRIDGE AMPLIFICATION

Add unlabeled nucleotides and en-
zyme to initiate solid-phase bridge 
amplification.

4.  FRAGMENTS BECOME 
DOUBLE-STRANDED

The enzyme incorporates nucleotides 
to build double-stranded bridges on 
the solid-phase substrate.

6.  COMPLETE AMPLIFICATION

Several million dense clusters of 
double-stranded DNA are generat-
ed in each channel of the flow cell.

Denaturation leaves single-stranded 
templates anchored to the substrate.

SEQUENCING TECHNOLOGY OVERVIEW
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Illumina/Solexa

• Eight lanes
• 330 tiles/lane
• ~30K fragments per tile
• ~80M short sequences per run

TECHNOLOGY SPOTLIGHT: ILLUMINA® SEQUENCING

INTRODUCTION

CLUSTER GENERATION

SEQUENCING-BY-SYNTHESIS

ANALYSIS PIPELINE

DATA COLLECTION, PROCESSING, AND 
ANALYSIS

Illumina Sequencing Technology
The Genome Analyzer generates several billion bases of high-quality sequence per run 
at less than 1% of the cost of capillary-based methods. An expansive scale of research 
unimaginable with other technology platforms is now possible.

FIGURE 1: ILLUMINA GENOME 
ANALYZER FLOW CELL

Several samples can be loaded onto 
the eight-lane flow cell for simul-
taneous analysis on the Illumina 
Genome Analyzer.



A Set of Short Reads
GTTGAGGCTTGCGTTTTTGGTACGCTGGACTTTGT
GTACTCGTCGCTGCGTTGAGGCTTGCGTTTTTGGT
ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT
TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC
CTTGCGTTTATGGTACGCTGGACTTTGTAGGATAC
TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC
GCGTTTATGGTACGCTGGACTTTGTAGGATACCCT
GAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGG
GCGTTGAGGCTTGCGTTTATGGTACGCTGGATTTT
CGTTTATGGTACGCTGGACTTTGTAGGATACCCTC
ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
GTTTATGGTACGCTGGACTTTGTAGGATACCCTCG
TCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTA 
TGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTA
GCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTAC 
TATGGTACGCTGGACTTTGTAGGATACCCTCGCTT
TCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTTTG
CGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCT
GTTGAGGCTTGCGTTTATGGTACGCTGGGCTTTTT 
TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC



Matching
                   GTTGAGGCTTGCGTTTTTGGTACGCTGGACTTTGT                 
     GTACTCGTCGCTGCGTTGAGGCTTGCGTTTTTGGT                               
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                          CTTGCGTTTATGGTACGCTGGACTTTGTAGGATAC          
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                             GCGTTTATGGTACGCTGGACTTTGTAGGATACCCT       
                      GAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGG              
                 GCGTTGAGGCTTGCGTTTATGGTACGCTGGATTTT                   
                              CGTTTATGGTACGCTGGACTTTGTAGGATACCCTC      
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
                               GTTTATGGTACGCTGGACTTTGTAGGATACCCTCG     
 TCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTA                                   
      TGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTA                              
       GCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTAC                             
                                  TATGGTACGCTGGACTTTGTAGGATACCCTCGCTT  
   TCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTTTG                                 
          CGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCT                          
                   GTTGAGGCTTGCGTTTATGGTACGCTGGGCTTTTT                 
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC
CTCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGGATACCCTCGCTTTC         



Applications

• de novo sequencing, resequencing

• Genotyping, copy number variation

• RNA-seq, microRNA-seq: transcriptome 
analysis

• ChIP-seq: transcription factor binding sites

• Methyl-seq: methylation detection 



Genotyping

TAACGATTC

ATTGCTAAG ......

......



Genotyping

TAACGATTC

ATTGCTAAG ......

......

TAACGATTC

ATTGCTAAG ......

......



Genotyping

TAACGATTC

ATTGCTAAG ......

......

TAACGATTC

ATTGCTAAG ......

......



Genotyping

TAACGATTC

ATTGCTAAG ......

......

TAACGATTC

ATTGCTAAG ......

......

TAACGTTTC

ATTGCAAAG ......

......

TAACGATTC

ATTGCTAAG ......

......



Genotyping

TAACGATTC

ATTGCTAAG ......

......

TAACGATTC

ATTGCTAAG ......

......

TAACGTTTC

ATTGCAAAG ......

......

TAACGATTC

ATTGCTAAG ......

......



Genotyping

TAACGATTC

ATTGCTAAG ......

......

TAACGATTC

ATTGCTAAG ......

......

TAACGTTTC

ATTGCAAAG ......

......

TAACGATTC

ATTGCTAAG ......

......

AA TA



SNPs
                   GTTGAGGCTTGCGTTTTTGGTACGCTGGACTTTGT                 
     GTACTCGTCGCTGCGTTGAGGCTTGCGTTTTTGGT                               
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                          CTTGCGTTTATGGTACGCTGGACTTTGTAGGATAC          
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                             GCGTTTATGGTACGCTGGACTTTGTAGGATACCCT       
                      GAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGG              
                 GCGTTGAGGCTTGCGTTTATGGTACGCTGGATTTT                   
                              CGTTTATGGTACGCTGGACTTTGTAGGATACCCTC      
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
                               GTTTATGGTACGCTGGACTTTGTAGGATACCCTCG     
 TCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTA                                   
      TGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTA                              
       GCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTAC                             
                                  TATGGTACGCTGGACTTTGTAGGATACCCTCGCTT  
   TCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTTTG                                 
          CGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCT                          
                   GTTGAGGCTTGCGTTTATGGTACGCTGGGCTTTTT                 
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC
CTCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGGATACCCTCGCTTTC         



SNPs
 TCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTA                                   
   TCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTTTG                                 
     GTACTCGTCGCTGCGTTGAGGCTTGCGTTTTTGGT                               
      TGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTA                              
       GCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTAC                             
          CGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCT                          
                 GCGTTGAGGCTTGCGTTTATGGTACGCTGGATTTT                   
                   GTTGAGGCTTGCGTTTTTGGTACGCTGGACTTTGT                 
                   GTTGAGGCTTGCGTTTATGGTACGCTGGGCTTTTT                 
                      GAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGG              
                          CTTGCGTTTATGGTACGCTGGACTTTGTAGGATAC          
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                           TTGCGTTTATGGTACGCTGGACTTTGTAGGATACC         
                             GCGTTTATGGTACGCTGGACTTTGTAGGATACCCT       
                              CGTTTATGGTACGCTGGACTTTGTAGGATACCCTC      
                               GTTTATGGTACGCTGGACTTTGTAGGATACCCTCG     
                                  TATGGTACGCTGGACTTTGTAGGATACCCTCGCTT  
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
                                   ATGGTACGCTGGACTTTGTAGGATACCCTCGCTTT 
CTCTCGTGCTCGTCGCTGCGTTGAGGCTTGCGTTTATGGTACGCTGGACTTTGTAGGATACCCTCGCTTTC
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Error Rate and 
Reported Quality
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Systematic Biases
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Illumina/Solexa
TECHNOLOGY SPOTLIGHT: ILLUMINA® SEQUENCING

7.  DETERMINE FIRST BASE

The first sequencing cycle begins 
by adding four labeled reversible 
terminators, primers, and DNA 
polymerase.

8.  IMAGE FIRST BASE 9.  DETERMINE SECOND BASE

The next cycle repeats the incor-
poration of four labeled reversible 
terminators, primers, and DNA 
polymerase.

10.  IMAGE SECOND CHEMISTRY 
CYCLE

11.  SEQUENCING OVER MUL-
TIPLE CHEMISTRY CYCLES

12.  ALIGN DATA

After laser excitation, the image is 
captured as before, and the identity 
of the second base is recorded.

The sequencing cycles are repeated 
to determine the sequence of bases 
in a fragment, one base at a time. 

The data are aligned and com-
pared to a reference, and sequenc-
ing differences are identified.

After laser excitation, the emit-
ted fluorescence from each cluster 
is captured and the first base is 
identified.

Laser
Laser

GCTGA...



Fluorescence 
Intensity

• For read n, cycle i, we observe an intensity 
vector of size 4



A Thought Experiment

Color coded by call 
made: A, C, G, T



Fluorescence 
Intensity

Color coded by call 
made: A, C, G, T

Four!channel fluorescence intensity, cycle 1

A

C

G
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Fluorescence 
Intensity

Color coded by call 
made: A, C, G, T

Four!channel fluorescence intensity, cycle 1

A

C

G

T

Four!channel fluorescence intensity, cycle 25
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SNPs
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SNP Intensities
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Challenges

• Base-calling is the result of a complicated 
procedure on noisy data

• Not all base-calls are made with the same 
certainty

• Statistical: What is the proper way of 
modeling this uncertainty?

• Computational: Can we use this model at 
sec-gen data scale?

28



Capturing 
Uncertainty

• For read n, we observe over k cycles, a 4-by-k 
matrix of intensities

• Genome is a set of candidates

• Denote the “true” k-mer in genome 
sequenced by read n as

• Probability profile is given by

yn

Θ ⊆ {A, C,G, T}k

θ̃ ∈ Θ

Pr(θ = θ̃|y)



Base Identity
Probability Profiles
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Getting Probability Profiles



Fluorescence 
Intensity

Color coded by call 
made: A, C, G, T

Four!channel fluorescence intensity, cycle 1

A

C

G

T

Four!channel fluorescence intensity, cycle 25

A

C

G

T



The Read Effect
Max intensity in each read

"read"
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The Cycle Effect

cycle
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Read & Cycle Effects
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Intensity Model 

• We use the following model for read i, cycle j:

• started log transform: 

h(yij) = Muij

h(yij)



Intensity Model 

• We use the following model for read i, cycle j:

• started log transform: 

• cross-talk matrix 

h(yij) = Muij

h(yij)

M =





1 mAC mAG mAT

mCA 1 mCG mCT

mGA mGC 1 mGT

mTA mTC mTG 1







Intensity Model 

• We use the following model for read i, cycle j:

• actual log intensity read i, cycle j, channel c

h(yij) = Muij

uijc = ∆ijc(xT
j αi + εα

ijc) + (1−∆ijc)(xT
j βi + εβ

ijc)



Intensity Model 

• We use the following model for read i, cycle j:

• actual log intensity read i, cycle j, channel c

• read-specific linear models

h(yij) = Muij

uijc = ∆ijc(xT
j αi + εα

ijc) + (1−∆ijc)(xT
j βi + εβ

ijc)

εα
ijc ∼ N(0, σ2

αi) εβ
ijc ∼ N(0, σ2

βi)



Intensity Model 

• We use the following model for read i, cycle j:

• actual log intensity read i, cycle j, channel c

• indicators of nucleotide identity, read i, pos. j

h(yij) = Muij

uijc = ∆ijc(xT
j αi + εα

ijc) + (1−∆ijc)(xT
j βi + εβ

ijc)

∆ijc =

{
1 if c is the nucleotide in read i position j

0 otherwise



Intensity Model
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Intensity Model 

• We use the following model for read i, cycle j:

• actual log intensity read i, cycle j, channel c

• get Maximum Likelihood estimates with EM 
algorithm, also estimates

h(yij) = Muij

uijc = ∆ijc(xT
j αi + εα

ijc) + (1−∆ijc)(xT
j βi + εβ

ijc)

zijc := E{∆ijc = 1|uij} = P (∆ijc = 1|uij)



Intensity Model 

• EM-algorithm also estimates

zijc := E{∆ijc = 1|uij} = P (∆ijc = 1|uij)



Intensity Model 

• After removing effects, we use a standard 
normal mixture clustering model

• Initizalized by probability profiles 
estimated by effects model (       )

• Clustering refines probability profiles from 
effects model by drawing from other reads 
and cycles

zijc



Intensity Model
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Model Estimates
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Quality Metrics

1. Entropy: Certainty according to 
probability profiles in each read position



Quality Metrics

1. Entropy: Certainty according to 
probability profiles in each read position

Hij = −
∑

c

zijc log zijc



Quality Metrics

1. Entropy: Certainty according to 
probability profiles in each read position

Hij = −
∑

c

zijc log zijc

Hi = −
∑

jc

zijc log zijc



Quality Metrics
1. Entropy: Certainty according to 

probability profiles in each read position
2. SNR: How easy is it to distinguish signal 

and noise linear models?

SNRi =
1/N‖X(αi − βi)‖2

2

1/2(σ2
αi + σ2

βi)



Quality Metrics
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Quality Metrics

Mismatch Rate
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Genotyping

• A very simple solution: get expected 
proportion of nucleotides at each 
position



Genotyping

• Use expected proportion of each 
nucleotide at genomic position

Tjc =
∑

i

zijc



Genotyping

A C G T

E
x
p
e
c
te

d
 p

ro
p
o
rt

io
n
 o

f 
n
u
c
le

o
ti
d
e
s

0
.0

0
.2

0
.4

0
.6

0
.8



Computational 
Challenges

• Efficient model estimation (robust 
estimates of effects use linear 
programming, fast clustering)

• Parallel computation
• Storage & retrieval
• Matching 



Conclusion

• Described model-based solution to 
handle uncertainty inherent in sec-gen 
data analysis

• Particularily important for genotyping 
• Now the fun starts...



Thanks!


